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M. E. LINES 

Bell Telephone Laboratories, Murray Hill, New Jersey 
(Received 2 April 1964) 

A Green function method has been used to treat the statistics of a general antiferromagnetic structure 
with arbitrary spin value per site and with Heisenberg exchange interactions between any or all pairs of 
spins in the system. The only restrictions placed upon the type of order are that there shall be a single di­
rection of spin alignment and that each of the two ferromagnetic sublattices shall be translationally in­
variant. Expressions are given for the sublattice magnetization and Neel temperature and, as a particular ap­
plication of the results, the Neel temperatures for certain face-centered cubic orders are calculated ex­
plicitly. The behavior of a general antiferromagnetic structure in the presence of an external magnetic field is 
also examined. Expressions are derived for the parallel and perpendicular magnetic susceptibilities, and are 
discussed in detail at low and high temperatures and also at the N£el point. 

1. INTRODUCTION 

A FEW years ago, Bogolyubov and Tyablikov1'2 

first employed the double-time temperature-
dependent Green functions in an approximate treatment 
of statistical problems in ferromagnetism. They demon­
strated the manner in which it is possible to derive a 
formula for the magnetization of the Heisenberg ferro-
magnet which is a reasonable approximation over the 
entire temperature range. The exact treatment of the 
problem involves the solution of an infinite set of 
coupled equations in the Green functions (see, for 
example, Zubarev3) and approximate solutions are 
obtained by making the set of equations finite by using 
a decoupling approximation. In practice, almost all 
authors have, for simplicity, concentrated on finding a 
suitable decoupling which will isolate just one equation 
from the rest and hence allow for a comparatively 
simple solution. 

The original Bogolyubov and Tyablikov theory was 
applied only to the case of spin-half and uses the so-
called "random-phase" or "Tyablikov" decoupling 
approximation. The extension to higher spin values 
was accomplished by Tahir-Kheli and ter Haar4 (to 
whom we may refer for reference to earlier efforts in 
this direction) using the same decoupling mechanism. 
More recently, progress has been made toward im­
proving the calculation at low temperatures,5'6 and 
Callen7 has suggested a more satisfactory decoupling 
procedure. Recent papers by Tahir-Kheli8 and by 
Hewson and ter Haar9 have also shed light on the kind 

1 N . N. Bogolyubov and S. V. Tyablikov, Dokl. Akad. Nauk 
SSSR 126, 53 (1959) [English transL: Soviet Phys.—Doklady 4, 
589 (1959)]. 

2 S. V. Tyablikov, Ukrain. Mat. Zh. 11, 287 (1959). 
3 D. N. Zubarev, Usp. Fiz. Nauk 71, 71 (1960) [English transl.: 

Soviet Phys.—Usp. 3, 320 (I960)]. 
4 R. A. Tahir-Kheli and D. ter Haar, Phys. Rev. 127, 88> and 

95 (1962). 
6 K. Kawasaki and H. Mori, Progr. Theoret. Phys. (Kyoto) 

28, 690 (1962). 
6 T. Oguchi and A. Honma, J, Appl Phys, 34, 1153 (1963). 
7 H. B. Callen, Phys. Rev. 130, 890 (1963). 
8 R. A. Tahir-Kheli, Phys. Rev. 132, 689 (1963). 
9 A. C. Hewson and D. ter Haar, Phys. Letters 6, 136 (1963). 

of deficiencies which the existing decoupling approxi­
mations possess. 

In contrast with the wealth of literature on the Green 
function approach to the ferromagnetic problem, there 
has been comparatively little published concerning the 
analogous antiferromagnetic problem. Although the two 
problems are obviously closely related, and similar 
questions of decoupling procedure arise for both, the 
inequivalence of the sublattices in the presence of 
external magnetic fields and the almost limitless number 
of possible spin patterns add to the difficulties of pre­
senting a comprehensive treatment of the antiferro­
magnetic problem. Of the papers which we know to 
have been published on the subject,6,10'11 only Pu 
Fu-Cho10 has included the effects of an external mag­
netic field or has tried to consider in any sense a general 
antiferromagnetic structure. His treatment, however, 
is restricted to spin-§ and to perpendicular suscepti­
bility at low temperatures. 

The aim of the present paper is to present a treat­
ment, using the Green function techniques, of the 
statistics of a general antiferromagnetic structure with 
arbitrary spin S, with Heisenberg exchange interactions 
between any or all pairs of spins in the lattice, and in 
the presence of an external magnetic field. The only 
restrictions which are placed on the spin system are 
that there shall be a single preferred direction of anti­
ferromagnetic alignment in the ordered state, and that 
each of the two ferromagnetic sublattices shall be trans­
lationally invariant. To show the way in which this 
latter restriction may be lifted, we also treat a special 
case of an ordering which does not conform in this 
respect. We use the simple "Tyablikov" decoupling 
throughout. 

In Sec. 2 we treat the problem in the absence of an 
external magnetic field, and expressions are obtained 
for the sublattice magnetization and the Neel tempera­
ture TV. As a special application of the results, we 

10 Fu-Cho Pu, Dokl. Akad. Nauk SSSR 130, 1244 (1960); 131, 
546 (1960) [English transl: Soviet Phys.™Doklady 5, 128 and 
321 (I960)]. 

11 M. E. Lines, Phys. Rev. 131, 540 (1963). 
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obtain the Neel temperatures for the various face-
centered cubic antiferromagnetic orders which are 
observed experimentally. In Sec. 3 we introduce a 
magnetic field parallel to the preferred direction of 
ordering and evaluate the parallel susceptibility. 
Finally, in Sec. 4, we discuss the perpendicular suscepti­
bility. The results obtained for the susceptibilities are 
compared at low temperatures near 2V and at high 
temperatures with the estimates of other methods. 

2. THE FUNDAMENTAL GREEN FUNCTION 
EQUATIONS 

The double-time temperature-dependent retarded 
Green function {{A(t)\BQ!))) involving the two 
Heisenberg operators A(t) and B(tf) is denned by 

((A(t); B(t')))=-id(t-t')(lA(t),B(t')J~), (2.1) 

where the square brackets denote a commutator; 
single-pointed brackets denote a thermal average over 
a canonical ensemble; and where 6(t—f) is a step 
function with the value unity when t>f and the value 
zero when t<f. If the Hamiltonian is not explicitly 
time-dependent, the retarded Green function (2.1) is a 
function of (t—t') and may therefore be Fourier trans­
formed with respect to this quantity. The transform is 
a function of E( — tiu>) and may be denoted by 
{{A; B))E- I t may be shown to satisfy the equation of 
motion (see Zubarev3) 

E((A ; 5 ) } B = ( l / 2x ){C^ ; 5]_}+( (^ ,3C]_ ; B))s. (2.2) 

The only other equation which we shall require from 
Green function theory is that defining the relationship 
between ((^4; B))E and its related correlation function 
(B(t')A(t)). This may be written3 

{B(tf)A(t))^ lim i / 

X<r*w <*-*'>&>, (2.3) 

where we work in a system of units for which ft—1. 
In the present section we shall consider an infinite 

lattice of interacting spins for which we may write a 
Hamiltonian 

3 e - E 2 /*S, -S i , (2.4) 

where / # is the exchange constant for the interaction 
between the spins S* and Sy (it is assumed to be a 
function only of the distance between the spins) and 
where 52<*\y> r u n s o v e r && pairs of spins in the lattice. 
We shall not need to restrict the sign of J a in any way 
and, in general, Eq. (2.4) will give rise to an antiferro­
magnetic ordering although the case of ferromagnetic 
spin alignment will be contained in the theory as a 
particular case. 

Let us examine the motion of the function 
{{Sg

+', f(Sh
z)Sfr))E—which we shall write, for brevity, 

in the form ((Sg
+',B))—where f(Sh*) is an arbitrary 

function of S* at the site h, and where S±**Si£kiSv. 
Using the Hamiltonian (2.4), together with the well-
known spin commutation relationships, we may write 
the equation of motion of this Green function in the 
form 

1 
E((S+;B)) = — F8gh 

2TT 

+ E 2Jjg({(S/S^-S^S/); B)), (2.5) 
i—Q 

where 

F=<[S*+;/(S*')S*-3->, (2.6) 

and where 

JVy=0. 

Using the "Tyablikov" decoupling procedure we write 

«S,'Sy+;B»=<S,«>«S,+ ; 5 » , 
g*j . (2.7) 

((S+Sf;B))=(S^({S+;B)), 

which gives, on substitution into (2.5), 

E((St+;B)) = + Z 2JjBl(Sll-)((Si+; B)) 
2TT i—Q 

-(Sf)((S+;B))l. (2.8) 

We now restrict the order to one with a unique 
direction of spin alignment and split the lattice into 
two sublattices, the " u p " and the "down," with average 
values of spin per site S and —S, respectively. This 
presupposes that we know what the stable spin pattern 
will be. For many problems this will indeed be the case 
and for others, a simple molecular-field calculation will 
often supply the answer. In cases of doubt, any of the 
likely spin patterns can be assumed at this stage, the 
incorrect choices being easily recognized and eliminated 
later on when their instability can be detected by the 
imaginary values which will occur for some of the 
frequencies of the elementary excitations. If the two 
sublattices are translationally invariant, we may 
Fourier transform with respect to the reciprocal sub-
lattices as follows. When g and h are on the same 
sublattice we define GIK by 

((S+; B))= (2/N) E G1K exppR. ( g - h ) ] , 
K 

G1 K= E «S,+ ;B)) expl-iK- ( g - h ) ] , (2.9) 
Q— h 

where N is the total number of spins in the lattice, and 
where K is a reciprocal lattice vector which runs over 
\N points in the first Brillouin zone of the reciprocal 
sublattice. In an exactly similar way we define GW for 
the case when g and h are on opposite sublattices. 
Choosing h to be on the " u p " sublattice, we may 
rewrite the equation of motion (2.8) in terms of GIK 
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and GW. We obtain 

( £ - / * S ) G I K = (F/2T)+\SG2K , (2.10) 

( E + / i S ) G 2 K = - X 5 G i K , (2.11) 
where 

M = Z 2 / , „ C e x p p K - ( j - g ) ] - l ] + i : 2/,-,, (2.12) 
/— a 3—g 

X = E 2 / J - 9 e x p p K - ( j - g ) ] , (2.13) 
;— o 

and where H y _ / r i m s o v e r a ^ values for which j and 
g are on the same sublattice, and Y^j~gd r u n s o v e r a u 

values for which j and g are on different sublattices. 
Solving (2.10) and (2.11) for G1K we find 

(1-A)F (l+A)F 
4TTG1 K= - + , (2.14) 

E+E0S E-EoS 
where 

^ = M / ( M 2 - X r 2 , (2.15) 
and 

£ O = ( M 2 - A 2 ) 1 / 2 . (2.16) 

Using Eqs. (2.3), (2.9), and (2.14), and employing the 
identity 

lim ( j 

= ~27ri5(co-£K) , (2.17) 

we find, for the limit t—t' —> 0, 

(55 ,+)= (F/iY) £ LA coth(E,S/2kT)-11 
K 

X e x p p K - ( g - h ) ] . (2.18) 

For the case g=h, this becomes 

{f(Sh')ShSh+)=iF{(A coth(EQS/2kT))K-l}, (2.19) 

where (• • - ) K indicates an average for K running over 
%N values in the first Brillouin zone of the reciprocal 
sublattice. 

Procedures for extracting an equation for B as a 
function of temperature from a relationship of the form 
(2.19) have been discussed by Tahir-Kheli and ter 
Haar4 and by Callen.7 The case for spin-J is very simple. 
If we put / (£*)= *> t h e n ^ get from (2.19) 

S(S+1)-((SZ)2)=S{A coth(EQS/2kT))K. (2.20) 

For the case S = | , we have (5* ) 2 = | and Eq. (2.20) 
reduces to 

1/S=2(A coth(EoB/2kT))K. (2.21) 

To obtain an equation for higher values of spin, we 
choose f(Sz) to be different from unity. Thus, for 
example, for the case 5 = 1 the simplest expression is 
probably f(S*) = S*. Using the result that (S')*=S* in 

the spin-one case, Eqs. (2.19) and (2.20) may then be 
solved simultaneously to give {(Sz)2) and B as functions 
of temperature. In general, by putting f(Sz)=(Sz)n, 
where n takes on values 0, 1, 2, • • •, 25—1, consecu­
tively, we obtain from (2.19) a set of 25 independent 
simultaneous equations in the (25+1) unknowns 
((Sz)n+1), {(Sz)2S+l). The spin condition 

+s 
I I (S*-n) = 0 (2.22) 

n=— S 

(where n takes on integral or half-odd-integral values 
according to whether 5 is integral or half-odd-integral), 
supplies the additional information which enables the 
equations to be solved for S. This method is just that 
used by Tahir-Kheli and ter Haar4 [except that these 
authors use a rather more complicated form for /(5Z)D 
who give explicit results up to S=3. The solution for 
general spin 5 has been obtained by Callen7 by writing 
f(S*) = exp(aSz) and exploiting the functional de­
pendence of F and (f(Sz)S~S+) on the parameter "a ." 
His result pEq. (52) of Ref. 7] is most conveniently 
expressed as 

2S+x (*+l)2S+1+(s-l)2S+1 

= _ (2 23) 
2 5 + 1 (x+l)28*1- ( x - l ) 2 ^ 1 ' 

where, for our case, 

x=(A coth(E0S/2kT))K. (2.24) 

To obtain an expression for the Neel temperature (for 
general spin 5) , it is interesting to note that only the 
single / ( 5 * ) = 1 , Eq. (2.20) is required. At and above 
TN we have ( 5 / ) = <5 2 /

2 )=<5, 2 )=5(5+l ) /3 , and we 
obtain from (2.20) 

2 5 ( 5 + l ) / 3 = S ( ^ coth(£o5/2£r)>K . (2.25) 

As T —> TN from below, 3 —> 0 and it follows that 

5 ( 5 + l ) / 3 ^ r ^ = ( ^ / E 0 ) K - ( M / ( M 2 - X 2 ) ) K . (2.26) 

At T=Q} X—{A)K which for three-dimensional lattices 
will, in general, be a number a little larger than unity. 
If we put (A)K= 1+5, we obtain from (2.23) 

> S ^ O = / § O = 5 - J 5 + 0 ( ^ + 1 ) , (2.27) 

which may be compared with the result SQ—S—^8 
which would result from a use of simple spin-wave 
theory.12 

As an example of the use of Eq. (2.26) we may 
evaluate TN for the face-centered cubic (fee) antiferro-
magnetic orders. The results for the simple cubic and 
body-centered cubic lattices with a single exchange 
between nearest neighbors are already well known, but 
the problem for the fee orders has not yet been treated. 
Apart from molecular-field-type calculations13 which 

12 R. Kubo, Phys. Rev. 87, 568 (1952). 
13 P. W. Anderson, Phys. Rev. 79, 705 (1950). 
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are more than usually poor for these orders, the only pre­
vious estimates14'15 have been made by using spin-wave 
theory and attempting to extend it beyond its usual 
low-temperature region of validity. We shall consider 
the types 1, 2, and 3 order13 (type 3 is sometimes called 
improved ordering of the first kind) including nearest 
and next-nearest-neighbor exchange interactions only, 
which we shall denote by Ji and J^ respectively. 

For the types 1 and 2 order we may employ Eqs. 
(2.12) and (2.13) directly to obtain 

type 1: \x = 8/i (1+C\C )̂ 
+ 8 / 2 ^ + ^ + ^ - 3 ) , (2.28) 

X= 8/1(^8+Wi) , (2.29) 

type 2: M+X = &JI(CIC2+C2CZ+C$CI) 

+ 8/2(Ci2+c2
2+C32), (2.30) 

+ 8/2(si2+s2
2+S32), (2.31) 

where 

ci=cos(Kscd)} C2—cos(Kya), c%— cos(Kza), (2.32) 

si=sin(Kxa), S2—sin(Kya), sz=sm(Kza), (2.33) 

and where we have taken "a" to be the distance 
between next-nearest neighbors. The Neel temperatures 
may now be computed directly from (2.26) and are 
shown in Figs. 1 and 2 together with the molecular-
field values13 and estimates obtained from spin-wave 
calculations.14'15 The latter are plotted for a particular 
value of spin because the spin-wave estimates show 
TNo:S(S+%) and therefore cannot be represented for 
general spin S by a single curve in Figs. 1 and 2. 

Type 3 order (Fig. 3) is an example of a spin pattern 
for which the "up" and "down" sublattices are not 

FIG. 1. The Neel temperature for the fee type 1 order as a 
function of the ratio of next-nearest to nearest-neighbor exchange: 
(i) as calculated from the present work, (ii) from Ref. 15, and 
(iii) from molecular-field theory. 

14 J. M. Ziman, Proc. Phys. Soc. (London) A66, 89 (1953). 
15 M. E. Lines, Proc. Roy. Soc. (London) A271, 105 (1963). 

FIG. 2. The Neel temperature for the fee types 2 and 3 order 
as a function of the ratio of next-nearest to nearest-neighbor 
exchange (i) as calculated from the present work, (ii) from Ref. 
15, and (iii) from molecular-field theory. 

translationally invariant. The results of the calculations 
of this section may therefore not be directly applied for 
this case. To treat this kind of ordering in the Green 
function approximation it is necessary to subdivide the 
lattice further. For type 3 order one can find four ferro­
magnetic sublattices which are each translationally 
invariant, and in this way four Green functions 
Gt-K(i=l, 2, 3, 4) may be introduced in place of the 
two which have so far been sufficient. The equation of 
motion (2.8) now gives rise to four equations in the 
GiK which may readily be solved for these functions. 
Estimates for S and for TV now follow from G»K in the 
same way as before. The detailed solution of the problem 
is given in the Appendix and the results for the Neel 
temperature are shown in Fig. 2. 

3. THE PARALLEL SUSCEPTIBILITY 

In this section we shall consider an antiferromagnet 
in the presence of an external magnetic field H which 
is applied parallel to the direction (2) of antiferro-
magnetic spin alignment. We write for the Hamiltonian 
of the system 

3C=2; 2JijSi-Sj-gnBHi:Si*, (3.1) 

where HE is the Bohr magneton. Introducing again the 
Green function transform 

{{S+;B))=({S+;f(Sh°)S,r))E 

and decoupling it in the "Tyablikov" approximation, 
its equation of motion is 

F&gh 
(E-g,*BB)((S0+;B)) = 

2TT 

+ £ 2/ i f l[<5/>«5y+;^»-<5/)«5,+ ; B » ] . (3.2) 
t—Q 

If we assume that the ordering is one that can be 
divided into two translationally invariant ferromagnetic 
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FIG. 3. The type 3 order of the fee lattice showing the four trans-
lationally invariant ferromagnetic sublattiees a, b, c, and d. 

sublattiees, then we may Fourier transform the Green 
functions with respect to the reciprocal sublattiees and 
introduce functions GIK and G2K exactly as in Sec. 2 
[Eq. (2.9)]. These are defined for the case when spin 
h is on the " u p " sublattice. In the case where an external 
field is present the average spin per site on the "up" 
sublattice (which we shall now symbolize as 3U) is no 
longer equal and opposite to the average "down" spin 
(3d) and the equations of motion will therefore contain 
these two averages in place of the single 3 of the 
previous section. Using (3.2), the equations of motion 
for GIK and G2K are 

(E—gpBH—fjuSu—fiScdGiK^ (Fu/2ir)+}\3uG2K, (3.3) 

(E— gVBH — fixSd — M2$w)G2K=X$dGiK > 

where 

(3.4) 

(3.5) 

for the case when h is on the " u p " sublattice, and where 
[compare (2.12) and (2.13)] 

M i = Z 2/ y , [exp[iK. ( j - g ) ] - l ] , (3.6) 

M2— — X) 27^ , 

A = £ 2 / y 9 e x p p K - ( j - g ) ] . 

(3.7) 

(3.8) 

Writing 3u=3+d3 and 3d=-~3+b3y we may solve 
Eqs. (3.3) and (3.4) for GIK and, using the identity 
(2.17) together with (2.3) and (2.9), obtain an expres­
sion for the correlation function (f(Shs)Sh~Sh+) in the 
form 

(f(Sh')ShSh+) 

s inh(a ) — ,4 's inh(/3) 

cosh (a) — cosh (0) ' K 

where 

a = (l/kT)[g»BH+5S(m+»2)-], 

3.9) 

(3.10) 

0 = (i/kT)i(^-^y(Sy^(Sy+\KdSy^\ (3.11) 

A'^Qn-ndS/kTp. (3.12) 

For the case when spin h is on the down sublattice, we 
may perform a completely analogous calculation to 
obtain 

(f(sh*)sh-sh+) 

=î -
sinh(a)+-4'sinh(/3) \ 

1 ) , (3.13) 
cosh (a) — cosh (J3) ' K 

where a, 0 and A1 are as above, and where Fd is given 
by (3.5) but where h is now on the "down" sublattice. 
Note that for 53-»0, we have Af - » ̂  and 0 - » E0S/kT 
with .4 and E0 given by (2.15) and (2.16). 

A. Temperatures Below the Neel Point 

For treatment of susceptibility in the ordered state 
we shall first consider the simplest case of S = J . For 
this case, if we put f(Sz)=^ 1, we obtain from (3.9) 

s+dS^ H s inh(a) — i4'sinh(jS) 

cosh (a) — cosh (0) XT- (3.14) 

and from (3.13) 

-S+8S -[< 
s i n h ( a ) + ^ / s i n h ( i S ) 

cosh (a)~- cosh (0) XT* 15) 

We shall consider the case where g^sH/kT—^ 0 and 
discuss the zero-field parallel susceptibility. In this 
limit, Eqs. (3.14) and (3.15) may be combined to give 

b3^C/2(C2~-B2), (3.16) 

B = {Acoth(^0)h, (3.17) 

C- (~ iacsch 2 ( | / 5o ) ) K , (3.18) 

where 

and where 

0o= (S/mKm-^y-Xjv^EoS/kT. (3.19) 

Neglecting C2 with respect to B2 (an approximation 
which is valid in the zero-field limit right up to the 
Neel point) and noting that, for spin-J, we have the 
relationship 3— 1/21?; we obtain 

bS= (S)2{a csch2(EoS/2kT))K. 

Using (3.10), it follows that 

NgfiBdS 

(3.20) 

Xu = -
H 

Ng^B
2(S)2(csch2(Eo3/2kT))K 

(3.21) 
kT- 0S)2<(MI+M2) csch2(^oS/2*r)>K 

For systems where there is no interaction between 
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spins on the same sublattice, we have /*i=0* Since M2 
is not dependent on K, the result simplifies for these 
cases to 

Xu~NgW(S)2R/(kT-ix2(8yR), (3.22) 
where 

R=(csch2(EoS/2kT))K, (3.23) 

which is a result obtained previously (for the case 
5 = J) by Ginzburg and Fain.16 For very low tempera­
tures, both (3.21) and (3.22) reduce to 

xn = NgW(8)2R/kT. (3.24) 

Thus, at very low temperatures, F(B) is a number 
which rapidly approaches unity (even for comparatively 
large 8) as spin 5 increases. The Green function result, 
therefore, differs slightly from the spin-wave estimate 
for small values of spin, but the difference very rapidly 
decreases as we move to higher spin values. 

B . Tempera tures Above the Neel Point 

In the region above the Neel temperature 8U=$<*= 88 
0S=O) and the Eqs. (3.9) and (3.13) become identical. 
If we put f(Sz)= 1 in (3.9), we obtain 

For the case of general spin 5, we have to resort to 
the Callen solution (2.23) but where, for Eq. (3.9) 

sinh (a) — A' sinh (/3) 
x=xii= , 8=8U, (3.25) 

cosh (a) — cosh (/3) 

and for Eq. (3.13) 

sinh(o;)+^ /sinh( iS) 

5 ( 5 + 1 ) -
/sinh(a) —A1 s inh(0)\ 

-<(s„02H3u< ) 
\ cosh (a) — cosh (/3) / K 

. (3.33) 

»V *V(l 

cosh (a) — cosh (0) 
, .8=8d. (3.26) 

However, for the temperatures where we have no long-
range order, we may write ( (5u 2 ) 2 )=5 (5+1) /3 and 
(3.33) therefore gives us an equation for 8U (=88) for 
the case of general spin S. I t is 

•25(5+1) / sinh (a) \ 
= ( — ) , (3.34) 

\ cosh (a) —cosh (#) / K SdS 
From these two equations for Su and Sd we obtain, 
after a little algebra, an expression for 88. I t is, in the 
limit g(xBH/kT<Kl, 

}=}F(5)<a csch*(Eo8/2kT))Kj (3.27) 

4 (25+l ) 2 ( J3 2 - l ) 2 ' s 
where 

1~F(B)--
Z(B+iys+i~(B~-iYs+ij 

(3.28) 

and where B is given by Eq. (3.17). For the case of 
5 = J we regenerate Eq. (3.20) as a particular case. 

From (3.27), using (3.10), it follows that (for general 
spin 5) 

NgWF(BXcsch2(ES/2kT))K 
X„ = z , (3.29) 

4:kT-F(B){(ix1+fx2) csch2(EQS/2kT))K 

and for very low temperatures this simplifies to 

X„ = NgWF(B)R/4kT. (3.30) 

The simple spin-wave result for this very low-tempera­
ture region has been given by Ziman17 as 

where we have used the fact that A' = 0 when S—0, 
and where j3 now assumes the simple form [[compare 
(3 .H)] 

0=M8/kT. (3.35) 

For the infinitesimal field limit, (3.34) reduces to 

S(S+l)/388={a/(a2-0))K^ (3.36) 

We may use this implicit equation for 88 to derive a 
series expansion for Xu in inverse powers of the 
temperature. 

Let us write a = a o + « i , where 

a0=gfjLBH/kT, 

« 1 = (lXl+H2)88/kT. 

(3.37) 

(3.38) 

Expanding (3.36) as a power series in ai/ao and /3/OLQ 
we find 

5 ( 5 + 1 ) 1 

388 
VIY 
ceo 

XIISP.W. = W 2 # 2 ' / 4 A Z \ (3.31) 

on a!2+/32 

—+ 
do ao2 

ai3+3ce1JS
2 

where R' is obtained from R [Eq. (3.23)] by replacing 
S by 5. For T -> 0, B - » (A )K= 1+5 where 8, for most 
three-dimensional lattices, is a number small compared 
with unity. From (3.28) we find, to the lowest order in 5, 

ao •]>«• 
(3.39) 

F ( 5 ) = l + [ ( 2 5 + l ) 2 6 2 V 2 2 ^ ] . (3.32) 

16 V. L. Ginzburg and V. M. Fain, Zh. Eksperim. i Teor. Fiz. 
39, 1323 (1960) [English transl.: Soviet Phys.—JETP 12, 923 
(1961)]. 

17 J. M. Ziman, Proc. Phys. Soc. (London) A65, 540 and 548 
(1952). 

from which it follows that 

X„= ( ^ g W / r ) [ l + ( C 1 / r ) + ( C 2 / r 2 ) + . • • ] , (3.40) 

where 
r=3kT/S(S+l), (3.41) 

C I « < G * I + M » K , (3.42) 

C 2= 2( ( M l + M 2 ) ) K
2 - ( ( M l + M 2 ) 2 +X 2 ) K . (3.43) 
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The molecular-field result differs from the above by 
having C2=Ci2. The coefficients d should, for a given 
lattice, be independent of the type of antiferromagnetic 
spin arrangement which occurs below the Neel tem­
perature since the exact high-temperature expansions 
for Xn have this property.18 That C\ and C2, as given 
above, do have this property is readily demonstrated 
by noting that (X}K=0 [see Eq. (3.8)], and therefore 
(3.42) and (3.43) may be written 

tk 

C I = < P ) K , 

C 2 = 2 ( P ) K 2 - < P 2 ) K ? 

(3.44) 

(3.45) 
where 

P = /*i+/*2+X = L 2/yf;{exp[iK- ( j - g ) ] - l ) , (3.46) 
3—0 

and where YLj-g r u n s o v e r a^ pairs of spins in the 
lattice. 

As an example we may consider the face-centered 
cubic lattice where we limit the exchange interactions to 
nearest and next-nearest neighbors (Ji and J^ re­
spectively) which is the case considered in the previous 
section. Direct application of Eqs. (3.44) and (3.45) 
yields 

( C i ) f o c = - ( 2 4 / i + 1 2 / 2 ) , (3.47) 

(C2)fCC= 528/ 1
2 +576/ 1 / 2 +120/2 2 . 

C. At the Transition Temperature 

(3.48) 

To evaluate Xn at the Neel temperature we shall use 
the result (3.29) which has been calculated for the 
ordered state. Consider the limit as the temperature 
approaches TN from below. We may write 

csch(E0S/2kT) -> 2kTN/ES, (3.49) 

F(B) -> 4 5 ( 5 + 1)/SB2, (3.50) 

B->2S(S+1)/3B. (3.51) 

The last result follows from (2.23) by noticing that 
x=B in the zero-field limit. 

Inserting these relationships into (3.29) gives 

(XUJTN—-
iVgW(l/£o2>K 

(3.52) 
5 ( 5 + 1 ) / 3 ^ - < ( M I + M 2 ) / £ O 2 > K 

Since, in the present notation, TN is given by 

5 ( 5 + l)/3kTN= ((fJn-^/Eo^K, (3.53) 

we may (noticing that ju2 is independent of K) write 
(3.52) as 

(XuhN=NgW/-2^NgW/i: *Jia. (3.54) 
3—0 

This is just the molecular-field result19 and it indicates 

x2 

FIG. 4. The orthogonal coordinate systems xi, yi, z± and 
X2, yi, z<i as used in Sec. 4. 

that the susceptibility at the Neel point depends only 
upon those interactions which are between spins on 
opposite sublattices. This same result may also be 
obtained by using (3.34) and examining the limit as 
the temperature approaches JV from the high-tem­
perature side, indicating that X,, is continuous in this 
region. 

4. THE PERPENDICULAR SUSCEPTIBILITY 

In this section we introduce an external field H in a 
direction z which we choose to be perpendicular to the 
preferred direction y of antiferromagnetic spin align­
ment. When the field is applied, each sublattice rotates 
through an angle <p towards the z direction. Let us 
introduce two new sets of orthogonal coordinates, one 
for each sublattice, which are defined with respect to 
the equilibrium positions <p of the sublattices. The new 
coordinates xi, yi, z\ for sublattice 1, and #2, 3̂ 2, £2 for 
sublattice 2, are shown in Fig. 4 and are obtained from 
x, y, z by the transformations 

Xi 

yi 
Zlj 

X2 

3>2 
Z2 

— 
1 
0 

1° 
= 

[l 
0 
0 

0 0 
sirup —coscp 
cos<p sm<£ 

0 0 1 
sin<^ cos<£> 

— cos <p sm<p 

X 

y 

k 
X 

y 
z 

(4.1) 

(4.2) 

18 H. A. Brown and J. M. Luttinger, Phys. Rev. 100, 685 (1955). 
19 J. H. Van Vleck, J. Chem. Phys. 9, 85 (1941). 

In the new coordinates, the Hamiltonian (3.1) may be 
written 

<*,*') {3,3') 

+ E 2/<,{5i*tfy*«+sin(2«>)[5<"5/»-5<»»5y*«] 

i 

X E ( c o s ^ / 2 + s i n ^ / 2 ) , (4.3) 
3 

where, for this equation, the suffix i refers to spins on 
sublattice 1, and the suffix j to spins on sublattice 2. 

Since we shall be concerned only with time-averaged 
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properties of the system, we shall assume that, in the 
equations of motion for the Green functions, we may 
neglect from the Hamiltonian all terms which either 
exactly or to a good approximation average to zero 
with time. In this approximation, the Hamiltonian 
reduces to 

<»,*') (3,3') 

(i,j) 

-g^H sin^[E S^+Z Sfq. (4.4) 
* 3 

We shall consider the Green function transforms 
« 5 B » ; 5 » , « S , « ; 5 » , « S . * ; 5 » , « 5 , « ; B » , where 
5 may be S^*1 or S^1. That is to say, we consider the 
case for which h refers to a site on sublattice 1. Equa­
tions of motion for these functions may be written 
down using Eq. (2.2) and decoupled by simple random-
phase approximations of the form [compare (2.7)] 

{(S/W; B))=<S,«><to»; B)), (4.5) 

«S.»S,«»; 5 ) ) = <S,«>«S,«; £ » . (4.6) 

The decoupled equations are most conveniently ex­
pressed in terms of the Fourier transforms G;K(^= 1, 2, 
3, 4) with respect to the reciprocal sublattices. Denning 
GiK as follows [compare (2.9)3 

«S,*i; £ » = (2/#) E GlK expftK. ( g - h ) ] , (4.7) 

GiK=E,«V1;^»exp[-iK-(g-h)], (4i 
fir—ft 

together with exactly similar equations for 

«S.«;B»(G,*), «5e«;B»(G,K), 
and 

«S.»;£»(G«); 

the equations of motion for the GiK are 

(4.9) 

where we have written (SZ1) = (SZ2)=S, and where 

/ = i ; 2 / y , { e x p C t K - a - g ) ] - l } 
3—9 

+ E 2J,-g cos(2<p)+ r — , (4.10) 
3~g S 

' E 

in'8 

0 

-i\2S 

-i/x'8 

E 

iXiS 

0 

0 

tXaS 

E 

in'S 

iXiS ] 

0 

-i»'S\ 

E J 

fGiK 

G2K 

G3K 

^ 4 K J 

1 

2TT 

TV 

* , 

0 

. 0 . 

X i = E 2 / i f l exppK- ( j -g ) ] cos(2<?), 
3—9 

(4.11) 

X a =Z 2/y0 exp[»K- ( j - g ) ] , (4.12) 
i—0 

F ,= <[^S5]_>, (4.13) 

F ,= <[5»»SS]_>. (4.14) 

Equations (4.9) may be solved for G»K and the asso­
ciated correlation functions then follow using (2.3), 
(2.17), and (4.8) in a manner exactly analogous to that 
used in the previous sections. We omit the tedious but 
straightforward algebra and simply give the results as 
follows: 

<S*»S,»> = l5<D4i COth(^) + yl2 COth(^2)] 
Xexp[iK-(g-h)])K , (4.15) 

<5*»^,»)=l/S<C(iMi) cotMvh) 

XexppK-(g-h)])K , (4.16) 

<S*»S,*»>=iS<D4i cothtyd-A* coth(^2)] 
Xexp[*K-(g-h)]>K, (4.17) 

<5*«5e»>=l5<i:(lMI) coth(fc) 
- ( l /4 2 )co th(^ 2 ) ] 

XexppK-(g-h)])K , (4.18) 
where 

^ [ ( M ' - X O / O Z + A ^ 2 , 

^ 2 = [ ( M , + X I ) / ( M , - X 2 ) ] 1 / 2 , (4.19) 

fi=W+\*W-\i)J'*B/2kT, (4.20) 

*i=l0i'+\i)b'-\2)J/sB/2kT. (4.21) 

With a given value of external field H, the equilibrium 
value of <p is that value which minimizes the free energy 
of the system. The condition is 

d/d(j>{kT log[tr exp(-3C/ifer)]} = 0, (4.22) 

and reduces to 
<d3C/a*>=0. (4.23) 

From (4.3) we see that this condition requires a knowl­
edge of the <p dependence of the correlation functions 
containing the z components of the spins, which cannot 
be evaluated by using the simple decoupling procedure 
of this paper.5 These difficulties prevent us from extract­
ing from the theory a general functional dependence of 
Xj. on temperature. We may, however, obtain some re­
sults for certain restricted ranges of temperature. 

A. Temperatures Well Below the Neel Point 

For temperatures approaching absolute zero, the 
hyperbolic cotangent terms in (4.15) to (4.18) approach 
unity for all values of K. The correlation functions in 
this region are thus determined by S together with 
terms like 

^ x e x p R K - t e - h ) ] ) * 
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and 

A careful analysis of these terms shows that for struc­
tures which exhibit long-range order they are, to a 
good approximation, independent of <p. This result is 
just a mathematical demonstration of the usual physical 
assumption which is made for the ordered state at low 
temperatures—that the effect of a perpendicular field 
is to change the angle between the average sublattice 
magnetizations without appreciably modifying the 
motion of the spins about their equilibrium directions. 
For higher temperatures the approximation will become 
less good especially for large values of <p where there will 
be a considerable increase in B due to the component of 
field parallel to the sublattice magnetization. Using this 
approximation, we replace (SizSjy) type terms in (4.23) 
by the values which they take in the absence of a field— 
namely zero. 

Eq. (4.23) now has solutions 

cos<£=0, (4.24) 
and 

sm<p=gfxBHS/j: 4Jjg{S^S^+S^S^). (4.25) 
3—9 

The solution (4.24) represents the ferromagnetic state, 
and is stable for values of H>HC where 

glxBHcS= £ M^S^S^+S^Sp). (4.26) 
3—9 

In molecular-field theory, we should approximate 
{SQ

vlSjv*) by zero, and (Sg
nSjn) by (S)2, to give the 

result 

gfiBHe=i:UJJ3. (4.27) 
3~9 

For values of H<HC the total magnetization 
M=NgtiBS sin<£> is proportional to H and we may write 

M d 

Xx = — = W * * ( 3 ) V E 4 / i ,<5 / i5 / 2 +5/ 1 5/ '> , (4.28) 
H 3-9 

which is a result recently obtained by Kanamori and 
Tachiki.20 

In the very low-temperature range for which this 
result is valid [note the obvious breakdown for the limit 
T—>TN when (4.28) shows the zero-field susceptibility 
tending to zero] we shall assume that we may replace 
(S9

zlSjZ2) by (S)2 for all values of j—g, when we obtain 

X A =t fgW/E 4/y„(l+A), (4.29) 
3—9 

where 
A(£)2=(S/tf /s) . (4.30) 

20 J. Kanamori and M. Tachiki, J. Phys. Soc. Japan 17, 1384 
(1962). 

This differs from the molecular-field result simply by 
the term A in the denominator. 

At the absolute zero of temperature the value of A is 
given by 

A=(l/4S)<[(lA4i)-(lA42)] 
XexppK-(j-g)]>K , (4.31) 

and, as a simple application of these formulas, we may 
estimate Xx (in the zero-field limit) at T=0 for the 
simplest case of the simple-cubic lattice with anti-
ferromagnetic nearest-neighbor exchange only. For this 
case we find, using (4.19), (4.10) to (4.12) and putting 

<S9*W)=(S/6)( ) , (4.32) 
\ [ 1 - ( Y K / 3 ) 2 ] W K 

where 
TK= cos (Kxa)+cos (Kya)+cos (Kza), (4.33) 

where j~g=a, and where the components of K each 
run over values between — w/a and ir/a. Computing the 
average over K gives the numerical result as 

<5/i5/2)=0.135, (4.34) 

from which it follows that 

(X1) r-o=^2M2 /24J[l+(0.13/i5)], (4.35) 

which, to the first order in 1/5, is the result obtained by 
Kubo12 in his "second approximation" of the spin-wave 
theory. 

Some further results, which are of considerable 
interest and comparatively simple to calculate, are the 
values of the correlation functions (4.15) to (4.18) at 
the Neel temperature. Since there is no long-range order 
at TV, the x, y, and z correlation functions must be equal, 
and an estimate of any one of them will give a general 
measure of the short-range order which exists at the 
Neel point. 

First let us consider the case where spins S9 and 5/ 
are on opposite sublattices. As T-*TN from below, 
>S->0 and, from (4.18) 

{S,^)~*T„( vf_^ ) g . (4.36) 

For the case when no external field is present // and Xi 
go over to £t and X, as given in Sec. 2, and TV is given by 
(2.26). We may, therefore, write 

V-x 2 / K 

= < > . 4.37) 

In an exactly similar way Q)ut using (4.16) in place of 
(4.18)3 w e n n ( i , for the case where j and g are on the 
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same sublattice 

<5««5i 
V - x 2 / 1 

= ( — - ) . 4.38) 

In particular, putting j—g=0 gives the well-known 
result 

< ( ^ ) 2 ) r w = 5 ( 5 + l ) / 3 . (4.39) 

Applying (4.37) to the (single-exchange parameter) 
simple cubic lattice, for the case where j and g are 
nearest neighbors, we have 

5 ( 5 + 1 ) < 7 K 2 / ( 1 - 7 K 2 / 9 ) > K / N 

{SgKS&T^ , 4.40 
27 ( 1 / ( 1 - 7 K V 9 ) ) K 

which computes to 0.1135(5+1). 

B . Tempera tures Above the Neel Point 

For temperatures T>T^ there is no long-range order 
and we must, therefore, have XL=XU for these cases. 
That we do regenerate exactly the results of Sec. 3B by 
using the equations of the present section is easily 
demonstrated. 

Above the Neel temperature we have <p=iir, and 
the Eqs. (4.10) to (4.12) and (4.19) to (4.21) reduce to 
Ai=A2= 1, and $i=E$/2kT ( i= 1, 2), where 

£i=Mi+M2+X+o*Bff/S, (4.40) 

E2=uL1+uL2~\+gfxBH/S, (4.41) 

with m, H2, and X denned as in Sec. 3. 
Let us rewrite S as 8S (for T> TV) to conform with 

the notation of Sec. 3. From (4.15) and (4.16) we have 

<(5->)i>=<(5«)»> 
- iS(coth(£ 1 5S/2^r)+coth(£ 2 S ) 5/2^r) ) K . (4.42) 

Since, for T>TN, < (5^) 2 >=((5 , J " ) 2 )=5(5+l ) /3 , we 
have 

4S(S+1)/3SS= (coth(£15S/2&r) 
+coth(£23,S/2£r)>K , (4.43) 

which may be rewritten in the form 

sinh(a) 
2S(S+1)/38S=( 

cosh (a) — cosh (j3)/ K 

> , « . 44) 

where 

« = (l/kT)£gvBH+68(jii+V2)l, (4.45) 

rp**(l/kT)\dB, (4,46) 

which is Eq. (3.34) of Sec. 3B. 

ACKNOWLEDGMENT 

The author is pleased to acknowledge helpful com­
ments on the manuscript by Dr. A. C. Hewson. 

APPENDIX 

In this appendix we consider the fee antiferromag-
netic type 3 order for the case of nearest-neighbor ( / i) 
and next-nearest-neighbor (J2) exchange only. This type 
of order may be divided into four ferromagnetic trans-
lationally invariant sublattices {afi^c^d) as shown in 
Fig. 3. ; 

Consider the Green function transform 

«5 ,+ ; / (5*« )5* -»* 

which is discussed in Sec. 2. We shall choose Sn to be on 
the "a" sublattice. We define Fourier transforms 
GiK(i= 1, 2, 3, 4) with respect to the reciprocal sub-
lattices in the form 

«S,+; / ( S » ' ) S k - » * = (4/iV) £ d t f x p p K - ( g - h ) ] , 

(Al) 

G I K = E «S .+ ; / ( 5 » « ) 5 » - » J f e x p [ - « K . ( g - h ) ] , 
g— h 

for the case where Sg is on the ua" sublattice, together 
with exactly equivalent equations for G2K, &3K, GAK for 
the cases where Sg is on the ub" "c ," and "d" sub-
lattices, respectively C C K runs over IN values in the 
first Brillouin zone of a reciprocal sublattice). The de­
coupled equation of motion (2.8) for the Green function 
may be expressed in terms of G;K, when we obtain 

E~af 

-5' 
E+a' 

- V 

— 7 
5' 

-d' GiK 

&2K 

GzK 
^GAK 

\F/2TT] 

0 
0 

1 0 J 

T 

7 ' 5' /3' E+a'I 

where F is as defined in (2.6), where 

a?=a8= [ 8 / i - 12/2+8/2(c1
2+c8

2)]<S, 

0 ' = # 8 = [8/1C1C- 4 / 2 + 8 / 2 c 2
2 ] S , 

y' = yg=4tJ1[c1e-iKya+cie
iKva~]S, 

6'= S£= 4/1[c1e^«" ,+c3e- iX '"']*S, 

, (A2) 

(A3) 

(A4) 

(A5) 

(A6) 

with Ci denned by (2.32), and where we have written the 
average spins on the "a" and "c" lattices equal to S and 
those on the ub" and i(d" lattices equal to —S. 

Solving (A2) for GIK we extract the correlation func­
tion (f(Sh

z)ShSh
+) by use of (2.3), (2.17), and (Al) 

when we find 

F /a-A / E i S \ 
(f(Sh*)Sh~Sh+) = - ( coth 

4 \ E i \2feZ7 

a+A /E2S\ 
coth! 

E2 \2kT hh (A7) 

file:///2feZ7
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where Near TN, <(5*)2) = S(5+l ) /3 , and S-+0. We write, 

^ = [2 a T3-^(7
2+52)]/Ai/S (A8) t h e r e f o r e> 

£ l 2 = a 2 _ 0 2 _ A i / 2 j ( A 9 ) 2S(S+l)/3 = kTN«a-A)/E1*+(a+A)/ES)K, (A13) 

E2
2=a2-^2+A1 / 2 , (A10) which in terms of a, 0, y, 8 is 

A=(7
2-52)2-4a/3(rH-S2)+4TS(a2+/32). (All) 5(5+1) 

Putting /(5»') = 1, Eq. (A7) yields 3£7V 

a(a2-/J2)+^(72+52)-2a75 
5(5+l)-<(5')«> — 

E1 

a-A /£uS\ 
coth 

\2kTJ \ ( a - h (A14) 

£2 

[(a+/3)2- (7+5) 2 ] [ («-^) 2 +(7-5) 2 ] / K 
/ A' ST\ \ 

cothf ) ) . (A12) Using Eqs. (A3) to (A6), we have evaluated T^ by 
o rM /E 2 S 

\2kT//! computer and the results are shown in Fig. 2. 
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The paramagnetic resonance of Gd3+ in metals shows g shifts with respect to the free ionic g value which 
are due to the valence-electron polarization in metallic hosts, and the effective exchange interaction of Gd3+ 

with these valence electrons. These shifts have been studied in metals and intermetallic compounds with high 
paramagnetic susceptibility such as Pd, Ni6Y, and Pd3U and in many alloys involving these metals and com­
pounds. The effective exchange interaction is found to be generally much smaller than expected from the 
atomic spectra. It is negative for valence bands of d character and positive in valence bands of 5/and s char­
acter, and is therefore not the result of simple atomic exchange only. The shape of the Gd resonance lines 
gives information on the spatial variations in the valence-electron polarization of the host metals. Thus, it was 
found that Pd alloyed with La or H segregates into two phases. The valence-electron polarization can be al­
tered by admixture of other magnetic ions, and it was therefore possible to measure the exchange interaction 
for many rare earths and Fe, Co, Ni in Pd, and some rare earths in Ni5Y. The Gd line shape in these experi­
ments allowed a study of the nonlocal character of the valence-electron susceptibility, and it appears that in 
Pd and in Ni5Y this susceptibility has a larger range than predicted by the free-electron calculation of Ruder-
man-Kittel-Yosida. 

I. INTRODUCTION 

IN a previous article, we have described the electron 
paramagnetic resonance (EPR) of GdAl2 and of 

dilute alloys of Gd in the Pd series.1 The present paper 
is a continuation of this work. The technique previously 
described is exploited and expanded to study the 
coupling between valence electrons and magnetic ions 
in several classes of alloys. At the same time we studied 
the variation of the induced valence-electron polariza­
tion, from the macroscopic down to the atomic scale. 
It is found that the explanation of the valence-electron 

polarization as due to direct ion-valence-electron ex­
change processes only2 has to be abandoned. Also, it 
appears that the spatial variation of the valence-
electron polarization is, in several cases, of a different 
nature than the one predicted by the theory of the 
susceptibility of a free-electron gas.3,4 

The EPR spectra observed were due to ions in the 
S state (Gd3+, and Mn in a not quite understood 
valence state) and consisted of a single resonance line, 
of about 500 G half-half-width. The g value of this 

1 M . Peter, D. Shaltiel, J. H. Wernick, H. J. Williams, J. B. 
Mock, and R. C. Sherwood, Phys. Rev. 126, 1395 (1962). 

2 G. Zener, Phys. Rev. 87, 440 (1951). 
3 M. A. Ruderman and C. Kittel, Phys. Rev. 96, 99 (1954). 
4 K. Yosida, Phys. Rev. 106, 893 (1954), 
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